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The nonstandard (NS) finite-difference time domain (FDTD) algorithm has proved be remarkably accurate on
a coarse numerical grid, but the well-known resonances called whispering gallery modes (WGMs) in the Mie
regime are very sensitive to the scatterer representation on the computational grid, and a very large number
of time steps are needed to correctly calculate the modes because the electromagnetic field outside the scatterer
is weakly coupled to the inside. Using the NS-FDTD algorithm on a coarse grid, we were able to accurately
simulate the WGMs of dielectric cylinders in the Mie regime. © 2010 Optical Society of America

OCIS codes: 260.5740, 290.4020.
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. INTRODUCTION
hispering gallery modes (WGMs) were first observed as

coustic resonances in the interiors of such structures as
athedral domes and were analytically described by Lord
ayleigh [1]. Optical WGMs can be excited in dielectric
nd conducting objects. Debye [2] derived expressions for
he resonance frequencies of dielectric and metallic
pheres.

Since Garrett’s [3] experimental work, WGMs have
een used to measure spherical particle sizes, refractive
ndex, and temperature [4]. In recent years much re-
earch effort has focused on microresonators, narrowband
lters, optical switches, and biosensors using the proper-
ies of WGMs [5]. In addition WGMs have lately found
arious applications in optical communication and infor-
ation processing.
For simple highly symmetric shapes such as infinite

ylinders and spheres, Mie theory [6] can be used to cal-
ulate WGMs, but for more complicated shapes no general
nalytic solutions exist and numerical calculations are a
ecessity. The finite-difference time domain (FDTD) algo-
ithm [7] can handle arbitrary shapes and has success-
ully been used to solve many problems. However the er-
or of the conventional FDTD algorithm is proportional to
h /��2, where h is the grid interval and � is the wave-
ength and is large on a coarse grid. Recently we have de-
ived a new version of the FDTD algorithm from a non-
tandard (NS) finite-difference model [8] that gives much
igher accuracy than the conventional FDTD. Although
e had verified that NS-FDTD gives excellent results for
ff-resonance Mie scattering, we had not checked its ac-
uracy for the WGMs in the Mie regime.

The electromagnetic fields of a Mie resonance are very
ensitive to size, shape, and refractive index and vary
0740-3224/10/040631-9/$15.00 © 2
apidly with small perturbations. In FDTD calculations
he result can be affected by perturbations of the algo-
ithm parameters and by such extraneous parameters as
ow the scatterer is represented on the numerical grid
nd by how the computational domain is terminated. The
orrect calculation of WGMs in the Mie regime is thus a
evere test of any numerical algorithm for optical model-
ng. We have used our NS-FDTD algorithm to compute
he WGMs of infinite dielectric cylinders and have veri-
ed that we can achieve high accuracy on a relatively
oarse numerical grid that is terminated with Berenger’s
erfectly matched layer (PML) absorbing boundary condi-
ion [9]. In this paper we give details of the algorithm and
ntroduce improvements to our previously published algo-
ithms.

. WHISPERING GALLERY MODES
or simplicity, let us consider the two-dimensional Mie
cattering problem in which an infinite plane wave of
avelength � impinges upon an infinite dielectric circular

ylinder parallel to the z axis of radius a and index of re-
raction n in the Mie regime ��a (Fig. 1). This problem
an be separated into two modes: the transverse magnetic
TM) mode �Ex=Ey=Hz=0� and the transverse electric
TE) mode �Ez=Hx=Hy=0�, where E= �Ex ,Ey ,Ez� is the
lectric field and H= �Hx ,Hy ,Hz� is the magnetic field.
he geometry of the problem is illustrated in Fig. 1.
In the TM mode Maxwell’s equations for E reduce to

he Helmholtz equation in Ez,

��2 + k2�Ez = 0, �1�

here k=2� /�. In the TM mode the fields are indepen-
ent of z, so E =E �x ,y�. Outside the cylinder E is the
z z z

010 Optical Society of America
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um of the incident field Ez
0=eikx, and the outgoing scat-

ered field is Ez
s. Taking �x ,y�=r�cos � ,sin ��, Ez

s can be ex-
anded in the form

Ez
s�r,�� = − �

�=−�

�

i�b�H�
�1��kr�ei��, �2�

here H�
�1��x� is the Hankel function of the first kind and

he b� are expansion coefficients to be determined. The
lectric field inside the cylinder, Ez

i , can be expanded in
he form

Ez
i �r,�� = �

�=−�

�

i�d�J��nkr�ei��, �3�

here J��x� is the Bessel function of the first kind, and
he d� are expansion coefficients. The expansion coeffi-
ients in Eq. (2) and Eq. (3) are determined by the physi-
al conditions that both Ez and its derivative normal to
ylinder boundary �rEz (�r means � /�r) must be continu-
us on the boundary. Using the fact that

Ez
0 = eikx = �

�=−�

�

i�J��kr�ei��, �4�

e obtain

Ez
i �r,�� = Ez

0�a,�� + Ez
s�a,��, �5�

�rEz
i �r,�� = �rEz

0�a,�� + �rEz
s�a,��. �6�

sing the identity Z���x�=Z�−1�x�− �� /x�Z��x�, where Z�

tands for either J� or H�
�1�, we can determine the expan-

ion coefficients. Abbreviating x=ka, we find [6]

b��x,n� =
nJ���nx�J��x� − J��nx�J���x�

nJ���nx�H�
�1��x� − J��nx�H��

�1��x�
, �7�

ig. 1. Infinite plane wave impinging on an infinite dielectric
ylinder (a=radius, k=wave vector). TM and TE polarizations
re shown. Wave propagates along the +x axis.
d��x,n� =
J��x� − b��x�H�

�1��x�

J��nx�

=
J�−1�x�H�

�1��x� − J��x�H�−1
�1� �x�

b�
d�x�

, �8�

here b�
d denotes the denominator of b�.

Resonance occurs when the magnitude of one or more
nternal expansion coefficients becomes very large. From
q. (8) we see that resonance occurs when b�

d is small,
hus for b�

d→0 we obtain the condition

J�−1�nka�

J��nka�
=

1

n

H�−1
�1� �ka�

H�
�1��ka�

. �9�

or example, at x=ka=� and n=2.745, �d�� becomes large
t �=6, whereas 0� �b���1, as shown in Fig. 2.
For ka=�, b�

d vanishes at n�2.745− i1.506�10−3, but
his is nonphysical because it describes a material that is
roducing energy, not absorbing it. One might intuitively
hink that the resonance condition is given by 2�a=�n�,
ut this only holds when a�� (geometric optics), but not
n the Mie regime. More example resonance conditions for
he TM mode are given in Table 1a.

The TE mode can be analyzed in a similar way, and the
esonance condition can be derived. It is given by

J�−2�nka�

J�−1�nka�
= n

H�−2
�1� �ka�

H�−1
�1� �ka�

−
�� − 1��n2 − 1�

nka
. �10�

rom Eq. (10), we find some example resonance condi-
ions for the TE mode that are given in Table 1b.

A similar analysis can be carried out in three dimen-
ions to find the spherical resonances.

. FINITE-DIFFERENCE TIME DOMAIN
LGORITHMS
. Standard FDTD Algorithm
he propagation and scattering of electromagnetic radia-

ion is governed by Maxwell’s equations. In nonconduct-
ng, dispersionless, linear isotropic media they can be ex-
ressed in the form

ig. 2. Expansion coefficients for a resonance. Absolute values
f (a) d and (b) b , respectively.
� �
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− ��tH = � � E, �11�

	�tE = � � H − J, �12�

here the magnetic field H and the electric field E are
unctions of position r= �x ,y ,z� and time t. We assume
hat both magnetic permeability � and electric permittiv-
ty 	 are functions of r but not of t. J=J�r , t� is a given
xternal source current, and we also assume that the
harge density vanishes everywhere, �� · �	E�=0�. In free
pace without boundaries, Maxwell’s equations reduce to
he wave equation in each component and can be solved
nalytically, but when there are boundaries between dif-
erent media there are no general analytic solutions. For
xample, in the Mie scattering problem discussed in the
revious section, Maxwell’s equations can be solved only
or highly symmetric scatterers such as infinite cylinders,
pheres, and certain infinitely periodic structures. In the
ase of more complicated boundaries, numerical methods
ust be used.
The FDTD algorithm is popular because it is easy to

rogram and can handle arbitrary scatterer shapes, and
t gives the time dependence of the electromagnetic fields.
he FDTD algorithm is derived by replacing the deriva-
ives in Maxwell’s equations with central finite-difference
FD) approximations. The FD approximation to a deriva-
ive is given by

df�x�

dx
�

dxf�x�


x
, �13�

here dx is a difference operator defined by dxf�x�= f�x

x /2�− f�x−
x /2�. For reasons that will soon be obvious
e call Eq. (13) the standard (S) FD approximation.
nalogously defining dy, dz, and dt, we define the vector
ifference operator

d = dxx̂ + dyŷ + dzẑ, �14�

here x̂ , ŷ , ẑ are unit basis vectors in Cartesian coordi-
ates.
Replacing the derivatives in Eq. (11) and Eq. (12) with

he S-FD approximation, we obtain what we call the stan-
ard finite difference model,

Table 1. Examples of Resonance Conditions for
TM and TE Modesa

(a) TM Mode

Radius a Refractive Index n Mode Number �

0.50 � 2.745 6
0.75 � 2.310 8
1.00 � 2.717 10

(b) TE Mode

Radius a Refractive Index n Mode Number �

0.50 � 2.683 6
0.75 � 2.529 9
1.00 � 2.887 11

a�=incident wavelength
dtHt =

t

�h
d � Et, �15�

dtEt+
t/2 =

t

	h
d � Ht+
t/2 −


t

	
Jt+
t/2, �16�

here we write H�r , t�→Ht (similarly for E and J) and
ave set 
x=
y=
z=h (uniform numerical grid). In order
o take central FDs with respect to time, dtH is evaluated
t t and dtE at t+
t /2. Although it is suppressed in the
otation, each electromagnetic field component is located
t a different point on the numerical grid. For example, in
he TE mode (see Section 2) taking Ex=Ex�x ,y+h /2 , t�,
y=Ey�x+h /2 ,y , t�, and Hz=Hz�x ,y , t+
t /2�, we can
odel Maxwell’s equations with central FDs. Other

hoices are possible.
Expanding dtH�r , t� and dtE�r , t+
t /2� and solving for
�r , t+
t /2� and E�r , t+
t� yields what we call the
-FDTD algorithm,

Ht+
t/2 = Ht−
t/2 −

t

�h
d � Et, �17�

Et+
t = Et +

t

	h
d � Ht+
t/2 −


t

	
Jt+
t/2.

�18�

iven H�r , t−
t /2� and E�r ,0�, all subsequent fields can
e calculated. Notice that the FDTD algorithm does not
xplicitly include the boundary conditions at the media
nterfaces. So long as H�r , t−
t /2� and E�r ,0� satisfy all
oundary conditions, then all subsequent electromagnetic
elds calculated with the FDTD algorithm satisfy the
oundary conditions. This is because the boundary condi-
ions derive from Maxwell’s equations.

If an initial electromagnetic field that satisfies the
oundary conditions is not known, the initial fields can be
et to zero and we can generate the incident field with the
ource term J by turning it on at t=0. Since a zero field
atisfies the boundary conditions, the electromagnetic
eld generated by the source continues to satisfy them as

t interacts with the scatterer.
In the general Mie scattering problem, we do not know

n initial field that satisfies the boundary conditions, so
he incident field must be generated by a source term. The
otal electromagnetic field �H ,E�, can be decomposed into
he sum of the incident field �H0 ,E0� and the scattered
eld �Hs ,Es�. The incident field �H0 ,E0� propagates as if
here were no scatterer and thus satisfies

− �0�tH = � � E, �19�

	0�tE = � � H, �20�

here �=�0 and 	=	0 in the medium in which the scat-
erer is immersed. For simplicity let us assume that �
�0 everywhere. Taking J=0 and subtracting Eq. (19)

rom Eq. (11) and Eq. (20) from Eq. (12) yields Maxwell’s
quations for the scattered fields

− � � Hs = � � Es, �21�
0 t
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	�tEs = � � Hs − �	 − 	0��tE0. �22�

he last term on the right of Eq. (22) is an effective source
urrent that gives rise to the incident field. In the Mie
cattering problem the incident electric field is E0

p̂ei�k·r−�t�, where p̂ is its polarization, k is the wavenum-
er vector, and � is the angular frequency.
The FDTD calculation is initialized by Hs�r , t−
t /2�

0 and Es�r ,0�=0. To compute real fields we take the
ource current to be

J�r,t� = �	 − 	0���t�I�− i�E0�r,t��, �23�

here I means the imaginary part, and � is a pseudo
tep function that turns on the current gradually to sup-
ress numerical transients. We define ��t�0�=0 and
�t
0�=1, with a gradual rise on the interval 0� t��
here � is the “rise time.” Usually � is set equal to several
ave periods, but the calculation is generally insensitive

o both the value of � and the exact form of �. In Eq. (23)
e take the imaginary rather than the real part so that

he time dependence is sin��t�, which vanishes at t=0.
We hope that after a “sufficient” number of time steps
, the FDTD calculation converges to a true scattered
eld. As we will see, the appropriate value of N is not al-
ays obvious at first sight.
Any numerical algorithm is potentially unstable. For

he S-FDTD algorithm it can be shown that 
t and h
ust satisfy the Courant–Friedrichs–Lewy (CFL) condi-

ion [10],

�
t

kh
�

1

	D
, �24�

here k= �k�, and D is the number of spatial dimensions.

. Nonstandard FDTD Algorithm
he error of the S-FD approximation Eq. (13) is defined
y �Sf�x�= ��x−dx /h�f�x� and �S�h2. The error can be im-
roved by reducing the grid size, except in one
imension—the computational cost rises faster than the
ccuracy. For example, reducing the grid size to half, the
rror becomes

h →
h

2
⇒ �S →

�S

4
. �25�

n the other hand, in D dimensions the computational
ost is CS�1/ �hD
t�. Additionally, the time interval 
t is
roportional to h because of the CFL condition. Thus the
omputational cost becomes

h →
h

2
⇒ CS → 2D+1CS. �26�

One could try to reduce the error by using higher-order
D approximations, but this not only complicates the al-
orithm, a higher-order difference equation may also have
nstable spurious solutions. Using what is called a non-
tandard (NS) FD approximation [11], however, it is pos-
ible to greatly reduce the error of the FDTD algorithm
ithout reducing the grid spacing or using higher-order
D approximations.
The NS-FD approximation in one dimension has the
orm

df�x�

dx
�

dxf�x�

s�
x�
, �27�

here s�
x� is a “correction function.” With an appropri-
te choice it is sometimes possible to reduce the approxi-
ation error to zero. It might appear that the choice

s�
x� =
dxf�x�

f��x�
�28�

ould yield an exact FD expression, but this choice is not
lways valid because the right side of Eq. (27) must con-
erge to f��x� in the limit 
x→0. Thus, from the definition
f a differential, s�
x� must satisfy

lim

x→0

s�
x� = 
x. �29�

xpanding s�
x� in a Taylor series,

s�
x� = s�0� + 
xs��0� + ¯ . �30�

hen Eq. (30) satisfies Eq. (29), s�
x� requires two condi-
ions, which are s�0�=0 and s��0�=1. For the plane wave
�x�=e±ikx, Eq. (28) is valid. Putting s�
x�=s�k ,
x� into
q. (27) where

s�k,
x� =
2

k
sin
k
x

2 � �31�

ives an exact FD expression for ���x�.
In two and three dimensions, however, there is no exact

S-FD expression for �x��r�, where ��r�=e±ik·r and k
k�cos � ,sin ��. Away from media boundaries in every ho-
ogeneous region, Maxwell’s equations (neglecting source

urrents) reduce to the wave equation

��t
2 − c2�2���r,t� = 0, �32�

here � is an electromagnetic field component and c is
he velocity of the propagation in the medium. We there-
ore need a “high accuracy” NS-FD expression for �2�.
or reasons explained in [8] we construct a new vector dif-

erence operator d0 such that �d0 ·d�� /s�k ,h�2 is a high-
ccuracy approximation to �2�. We have found that

d0 = d +
1 − �

4 
x̂dx
dy
2 + dz

2 +
�

3
dy

2dz
2�

+ ŷdy
dx
2 + dz

2 +
�

3
dx

2dz
2�

+ ẑdz
dx
2 + dy

2 +
�

3
dx

2dy
2�� , �33�

here

� =
2

3
−

1

90
�kh�2 − ¯ , �34�

� =
2

5
+ 
 1913

50400
−

5	2

252
��kh�2 + ¯ . �35�
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For simplicity let us evaluate the error of the S-FD and
S-FD approximations for �2� in two dimensions. The er-

or of the S-FD approximation becomes

�S =
1

�

�2 −

�d · d�

h2 �� �
k2�kh�2

12
sin2 2�. �36�

he error of the NS-FD approximation is

�NS =
1

�

�2 −

�d0 · d�

s�k,h�2��

�
k2�kh�6

24192 
	2 − 1 −
sin2 2�

2 �sin2 2�. �37�

hus in two dimensions �S is proportional to �kh�2,
hereas �NS is proportional to �kh�6. There are similar ex-
ressions in three dimensions.
Let us now derive the NS-FDTD algorithm. In many

roblems � is a constant with respect to position and we
re more interested in the electric field than in the mag-
etic field. In this case it is convenient to replace H with
�=�hH /
t in Eq. (17) and Eq. (18). In addition we re-

lace d with d0 in Eq. (18) and obtain

H�
t+
t/2 = H�

t−
t/2 − d � Et, �38�

Et+
t = Et +
u0

2

	̃
d0 � H�

t+
t/2 −

t

	
JNS

t+
t/2, �39�

here u0=s�� ,
t� /s�k ,h�=sin��
t /2� /sin�kh /2�, and 	̃

sin2�		kh /2� /sin2�kh /2�. Notice that in the limits h, 
t
0, u0→c (c is the propagation velocity in the medium in

hich the scatterer is immersed) and 	̃→	.
Generalizing the derivation of the CFL condition, the

tability condition for the D dimensional NS-FDTD algo-
ithm becomes

�
t

kh
�

2	D

�
arcsin
	 2

MD
sin
 �

2	D
�� , �40�

here MD is given in [8]. The maximum values of �
t /kh
rom Eq. (24) and Eq. (40) are shown in Table 2 for the
-FDTD and NS-FDTD algorithms. But these values
ave been corrected from those given in [8] and are shown

n Table 2.
Table 2 indicates that the NS-FDTD algorithm allows a

omewhat larger time step over the S-FDTD algorithm as
grows. For each grid point, the computational cost of

he NS-FDTD algorithm is somewhat larger than
-FDTD, but this larger cost is somewhat offset by a

arger time step and by the fact that a coarser grid can be
sed.

Table 2. Maximum Values of ��t /kh for S-FDTD
and NS-FDTD Algorithm Stability

Dimension D S-FDTD NS-FDTD

1 1.000 1.000
2 0.707 0.799
3 0.577 0.746
. SCATTERER REPRESENTATION ON GRID
high-accuracy FDTD algorithm alone does not always

uarantee a high-accuracy result. Other errors enter into
he total calculation from such factors such as how the
omputational boundaries are terminated and how the
catterers are modeled on the numerical grid. The error of
he FDTD algorithm can be made very small and good ab-
orbing boundary conditions are available [9,12], so the
argest remaining source of error is the representation of
he scatterer.

The simplest representation is the staircase model. In
ig. 3(a), a scatterer of permittivity 	1 (gray area) is im-
ersed in a medium of permittivity 	2 (white area), thus

�r�=	1 if grid point r lies within the scatterer, and 	�r�
	2 otherwise. Although visual appearance of the model
oes not necessarily correlate with accuracy in FDTD cal-
ulations, the staircase model obviously fails to preserve
mportant symmetries of the shape as the center is
hifted [Figs. 3(b) and 3(c)], and large errors are likely to
rise.
A better model, called the “fuzzy model,” can be derived

rom Ampére’s law,

�
C

H · ds =�
S

	�tE · dS. �41�

irst let us consider the TM mode as shown in Fig. 4(a).
sing Stoke’s theorem, the left side of Eq. (41) becomes

�
C

H · ds =�
S

�� � H� · dS. �42�

f 
x and 
y are sufficiently small, H is essentially con-
tant and can be removed from the integration to give
x
y���H�z. Similarly �tE can be removed from the in-

egration on the right side of Eq. (41), and we obtain

ig. 3. (a) Staircase model. A and C are inside (gray), B and D
re outside (white) the scatterer. (b)–(d) Circle of radius 6h (h
grid size) centered at ��x+s�h , �y+s�h� (x ,y are integers) for
hift parameters s�0.0, 0.25, 0.5 for (b), (c), (d), respectively.
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�� � H�z � 
	�xy�tEz, �43�

here �S	dxdy=
x
y
	�xy, and 
	�xy means the average of
about on the x–y surface. For example, in Fig. 4, com-

aring the right sides of Eq. (41) with Eq. (43), we obtain


	�xy = 	1
 S�


x
y� + 	2
1 −
S�


x
y� . �44�

he fuzzy model assures a continuous range of values be-
ween 	1 and 	2 on the calculation grid rather than the
inary values of the staircase model. Hence the symme-
ries are better preserved as the scatterer is shifted in
igs. 4(b)–4(d).
In the TE mode calculations, the fuzzy model can be de-

ived by integrating Ex on the y–z plane and Ey on the
–z plane (Fig. 5). Because the electromagnetic fields are
onstant in the z direction, the permittivity 	 is replaced
y line averages. For example, we consider the Maxwell
quation for Ex,

	�tEx = �yHz. �45�

s the grid point is �x ,y�, if Ex is positioned at r= �x ,y

y /2� in the Yee algorithm [Fig. 5(a)], 	�r� is replaced by,

ig. 4. (a) Integration of H on contour about Ez grid point. (b)–
d) Effect of shifting the center of a circle of radius 6h. Center at
�x+s�h , �y+s�h� (x ,y are integers). �x,y	�x ,y� is invariant with re-
pect to shifts s�0.0, 0.25, 0.5 for (b), (c), (d), respectively.

ig. 5. Fuzzy model for the TE mode. Closed curves centered at
a) E and (b) E for Ampére’s law.
x y

	�r��y =�
y

y+
y

	�x,y�dy = 	1
 L�


y� + 	2
1 −
L�


y� . �46�

imilarly in the Maxwell equation for Ey at r= �x

x /2 ,y� [Fig. 5(b)], 	�r� is replaced by 
	�r��x
�x

x+
x	�x ,y�dx.
Although the fuzzy model improves the accuracy of

DTD calculations, it does not accurately represent fea-
ures that are much smaller than the grid spacing. For
xample, in a dielectric of refractive index n the NS-
DTD algorithm empirically gives high accuracy for grid
pacing 
x=
y=h�� / �8n�. But to compute accurately
he transmission of a dielectric grating with a groove
pacing of � /20 (refractive index is n), we must set h
� / �20n�. While it is possible to use finer sub-grids em-

edded in coarse ones to capture small features, 
t must
e scaled down to satisfy the CFL stability condition for
ner grids, and numerical instabilities also can arise at
he interface between the coarse and fine grid. Some
rogress in model representation is discussed in [13].

. SIMULATION OF WHISPERING GALLERY
ODES

. Transverse Magnetic Mode
e calculated the scattered field intensity at a resonance

WGMs) excited by an infinite plane wave impinging upon
dielectric cylinder in the TM mode (electric field parallel

o the cylinder axis) and compared our results with the
nalytic solution of Mie theory. For example, using Eq. (9)
e find that the �=6 resonance is excited in a cylinder of

adius a=0.5� if the refractive index is set to n=2.745. We
sed both the S-FDTD and NS-FDTD algorithms and ter-
inated the computational domain with a Berenger’s
ML using 16 layers. The scatterer was represented on

he grid using the fuzzy model introduced in Section 4. We
sed the simulation parameters listed in Table 3. Since
lectromagnetic computations are scalable, to simulate
nfrared light ��=1280 nm� impinging on a cylinder of ra-
ius a=0.5�=640 nm we would take the grid interval to
e h=20 nm, but the computational domain would still be
28�128 grid spacings (in other words, � /h would re-
ain unchanged).
Using the NS-FDTD and S-FDTD algorithms we com-

ute the scattered field intensity �Ez
s�2 and compare the re-

ults with Mie theory in Figs. 6(a)–6(c). In Fig. 6(d) we
lot �Ez

s�2 on a circular contour of radius 1.1a around the
ylinder center and compare NS-FDTD and S-FDTD re-
ults with Mie theory. Intensity is visualized on a color
cale ranging from blue (low) to red (high).

As is obvious in Fig. 6(d), the NS-FDTD algorithm is
uch more accurate than the S-FDTD algorithm. In this

alculation, the discretization (ratio of wavelength to grid

Table 3. Computational Parameters of Whispering
Gallery Mode Simulation in the Mie Regime

Grid Size 10 nm�10 nm
Wavelength 640 nm

Cylinder radius 320 nm
Computation space 1280 nm�1280 nm
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nterval inside the cylinder) is � /h=64, which is neces-
ary to get accurate results using the NS-FDTD algo-
ithm. However, in off-resonance calculations, for ex-
mple at n=2.7, the NS-FDTD algorithm gives highly
ccurate results only for � /h
16. We believe that this dif-
erence is due to errors in the scatterer model (shape rep-
esentation) on the grid, because WGMs confine light to
he cylinder and are sensitive to the shape, especially in
he Mie regime.

. Transverse Electric Mode
he calculation for the TE mode (electric field perpendicu-

ar to the cylinder axis) is similar to that of the TM mode,
ut now there are now two field components (Ex and Ey)
ocated at different positions on the numerical grid. We
hose the incident wave vector to be in the direction of the
ositive x axis, and the incident electric field to be polar-
zed in the y direction. Since the Ex

s is relatively small, we
xamine the intensity of the scattered Ey field.

From Eq. (7), we find that the �=6 resonance mode is
xcited at a=0.5� and n=2.683. We computed the scat-
ered field intensities using the S-FDTD and NS-FDTD
lgorithms and compared the results with Mie theory in
ig. 7. In the TE mode too, about 100,000 time steps are
eeded to obtain convergence.
As shown in Fig. 7, the NS-FDTD algorithm and the

uzzy model greatly improved the simulation accuracy.
ut although the accuracy to the NS-FDTD calculation is
till far superior to the S-FDTD one, the accuracy of the
DTD calculation appears to be lower in the TE mode
han in the TM mode. This is caused by the approxima-
ion of Gauss’s law, which is given by

D = 	E, � · D = 0 �47�

or zero charge density. Using a vector identity, we obtain

� · �	E� = E · �	 + 	 � · E = 0. �48�

n the TM mode � ·D=0⇒E ·�	=	� ·E=0, because E is
arallel to all media interfaces. In the TE mode however

ig. 6. (Color online) FDTD calculation of �Ez
s�2 in the TM mode.

a) Analytic solution. (b), (c) Simulation results by S-FDTD and
S-FDTD algorithms at 100,000 time steps, respectively. (d) An-
ular intensity distributions.
=E�+E�, where E� is parallel to �	 and E� is perpen-
icular to one. Thus � ·D=0⇒E� ·�	+	� · �E�+E��=0.
his means that the direction of �	 matters in the TE
ode but not in the TM mode. Thus, to improve the accu-

acy we must include information about �	 in the algo-
ithm.

. Convergence
or the calculation shown in Fig. 6, it took 100,000 time
teps for the calculation to converge. At �=640 nm
00,000 time steps correspond to about 0.24 ��s� in real
ime. This long convergence time is not just an artifact of
he computational method, but is due to the fact that the
lectromagnetic field outside the cylinder is weakly
oupled to the inside. The field energy density at reso-
ance inside the cylinder is much larger than outside.
hus when the resonance is excited from outside the cyl-

nder, the resonance takes a long time to build up. In our
xample, for t /
t�100,000, the scattered fields outside
he cylinder are described very well by Eq. (2) with the
=6 mode excluded. On the other hand, off-resonance con-
ergence is very rapid. In Fig. 8, using the parameters of
able 3 we compared the convergence for n=2.745 (reso-
ance) and n=2.7 (off-resonance) for 1,000,000 time steps.

ig. 7. (Color online) FDTD calculation of �Ey
s�2 in the TE mode.

a) Analytic solution. (b), (c) Simulation results by S-FDTD and
S-FDTD algorithms at 100,000 time steps, respectively. (d) An-
ular intensity distributions.

ig. 8. (Color online) Convergence time for resonance and off-
esonance modes. The ordinate is the rms error relative to Mie
heory.
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igure 8 shows that the intensity in the FDTD resonance
alculation rises so slowly that it seems to be constant
ver hundreds and even thousands of time steps. Thus if
ne does not realize that a resonance exists, one would be
empted to stop the calculation in the belief that it has
onverged. In this case we know the correct answer from
ie theory, but for irregular shapes for which no analyti-

al solutions exist, the FDTD algorithm must be iterated
or enough time steps to ensure true convergence.

Instead of exciting WGMs with an infinite plane wave
mpinging on the outside of the cylinder, they can also be
xcited by a point source inside the cylinder. In this case,
he �=6 resonance develops after just a few thousand
ime steps [see Figs. 9(a)–9(c)]. In Fig. 9(d), we compare
he rise of the WGM electric field intensity at the cylinder
urface due to excitation by an external infinite plane
ave and by an internal point source. As shown in Fig.
(d), the surface intensity due to a point source builds up
apidly compared with plane wave excitations. But the
oint source must be placed where the intensity is high
or the mode to be excited. In the example of Fig. 9, the
ource placed at r= �0,0.9a�, but at the cylinder center it
ould not excite the �=6 resonance.
As seen in Fig. 6 and Fig. 7, the S-FDTD algorithm still

as a large error even after 100,000 time steps. Finally,
e investigated the root mean square (rms) error in the
ngular distribution of scattered intensity as a function of
rid fineness for the S-FDTD and NS-FDTD algorithms in
he WGM calculations. In the TM and TE resonance
odes, we calculated the rms error relative to Mie theory

t each � /h as shown in Fig. 10. In Fig. 10(a), we see that
he NS-FDTD result converges much faster than S-FDTD
ne in the TM mode, and we can estimate sensitivity of
he shape (model representation) error for the S-FDTD
nd NS-FDTD algorithms. In FDTD calculations, the er-

ig. 9. (Color online) Whispering gallery mode excitation using
point source. (a)–(c) Ez

s on a color scale ranging from blue (mi-
us) to red (plus), at 200, 1000, and 2000 time steps. The white
ot is a point source. (d) Rise in surface intensity with the infinite
lane wave and point source excitation.
or consists mainly of algorithm error �A and shape error
S; absorbing boundary and round-off errors are ignored
ecause they are relatively small. Thus the errors of the
-FDTD and NS-FDTD calculations are given by

�S��/h� � �̃A
S��/h� + �̃S

S��/h�, �49�

�NS��/h� � �̃A
NS��/h� + �̃S

NS��/h�. �50�

n the TM mode at � /h=32, �̃A
NS�32� is very small we can

stimate the shape error of the NS-FDTD calculation to
e

�̃S
NS�32� � �NS�32� � 0.384. �51�

n the other hand the algorithm error of S-FDTD is pro-
ortional to �h /��2 so �̃A

S�32�= �̃A
S�16� /4, and the maximum al-

orithm error at � /h=32 is �S�16� /4. Thus we estimate the
inimum of shape error of the S-FDTD calculation to be

min��̃S
S�32�� = �S�32� −

�S�16�

4
� 6.368. �52�

ecause �̃S
NS�32��min��̃S

S�32��, we conclude the shape error
or the NS-FDTD algorithm is smaller than that of the
-FDTD one. In the TE mode [Fig. 10(b)], because they
se different computational molecules the S-FDTD and
S-FDTD algorithms handle information about �	 differ-

ntly, as discussed in Section 5.B. So the shape errors are
ikely to be different in the TE mode.

ig. 10. (Color online) RMS error in the angular distribution of
cattered intensity as a function of grid fineness (a) at 100,000
�� /h� /64 time steps in the TM mode, (b) in the TE mode.
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. DISCUSSION AND CONCLUSIONS
e have demonstrated that the NS-FDTD algorithm can

ccurately compute WGMs in the Mie regime, which is a
evere test of its performance. Compared with off-
esonances the number of time steps needed for the cal-
ulation to converge is very large, and the convergence is
low because the coupling from outside to inside is weak.
or irregularly shaped scatterers, where there is no ana-

ytic solution with which to compare, it is advisable to run
he FDTD calculation enough time steps to confirm con-
ergence. Compared to the S-FDTD algorithm, the NS-
DTD algorithm gives superior accuracy.
We believe that the dominant source of error in WGM

alculations is the representation of the scatterer shape
n the numerical grid, and the NS-FDTD algorithm re-
uces it more than the S-FDTD one. To calculate the
GMs correctly, a finer grid is needed than for off-

esonance. For example, in the TM mode for a cylinder of
adius 0.5� and refractive index n=2.7 (off-resonance in
ig. 8), the NS-FDTD algorithm is in excellent agreement
ith Mie theory using even a grid discretization of � /h
16, and the calculation converges after 5,000 time steps.
owever, on resonance when n=2.745, we must set � /h
64 to get the same accuracy, and the calculation takes
ore than 100,000 time steps to converge.
The TE mode seems to more sensitive to shape repre-

entation than the TM mode. Whereas in the TM mode E
s parallel to the boundaries, in the TE mode E has com-
onents both perpendicular and tangential to the bound-
ries. Simply averaging 	 does not take into account in-
ormation about the direction of the boundary interfaces
hat matter more in the TE mode.

Of course accuracy can always be increased by using
ore grid points to represent the shape, but this in-

reases computational cost. Using the graphics processing
nit (GPU), FDTD calculations can be dramatically accel-
rated [14]. Ultimately, however, a more accurate scat-
erer model on a coarse grid is needed to extend the range
nd speed of FDTD calculations. We have empirically ex-
mined some promising modifications to the fuzzy model,
ut have yet to derive them analytically and demonstrate
heir generality.
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